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Umela inteligencia (Al) prestala byt vzdialenym konceptom zo sci-fi filmov. Stala sa
neviditefnou, no v8adepritomnou sucastou nasho kazdodenného zZivota. Rozhoduje
o tom, ¢o vidime na socidlnych sietach, pomaha lekarom odhalit rakovinu, no
zaroven urcuje, kto dostane hypotéku, koho policia vyhodnoti ako rizikového a kto
ma narok na socialnu davku.

S prichodom generativnej Al ( ChatGPT, Gemini i Claude) sa tento vyvoj radikalne
zrychlil. To, €o trvalo roky, sa teraz deje v priebehu mesiacov. Stojime na prahu
technologickej revolucie, ktora sfubuje obrovsky pokrok, no zarovef prinasa
bezprecedentnu vyzvu pre ochranu l'udskych prav.

Technoldgie menia spbésob, akym funguje Stat, ako pracujeme a ako si uplatiiujeme
svoje slobody. Ako pedagodgovia a ludskopravni aktivisti preto stojime pred zasadnou
otazkou: S/uZi tato technolégia nam, alebo my jej?

Tato priruc¢ka vznikla preto, Ze vzdelavanie o Al uz neméze byt obmedzené len na
pisanie kodu. Stava sa nevyhnutnou sucastou obcianskej nauky, etiky a
spoloCenskovedného zakladu. Cielom je poskytnut vam uZitocny nastroj na
zorientovanie sa v novej Al realite. Nechceme len popisat rizika a prileZitosti.
Chceme vam dat do ruk konkrétny nastroj, aby ste dokazali so Studentmi diskutovat
o tom najddlezitejSom: Ako zabezpedit, aby v digitalnom veku ostal ¢lovek a jeho
doéstojnost’ na prvom mieste.

Vitajte pri Citani sprievodcu svetom, kde sa algoritmy stretavaju s ludskymi pravami.

Mytus o objektivhom stroji: Pre€o Al nikdy nebude neutralna

Vstupujeme do éry, kde sa hranica medzi fyzickym a digitalnym svetom stiera. Pre
pedagogov a pracovnikov s mladezou je klu€ové pochopit a odovzdat dalej jednu
zasadnu pravdu: Technoloégie nie su neutralne.

Casto sa stretdvame s predstavou, Zze umela inteligencia je iba o nie¢o zlozZitejia
matematika — Cista, objektivna a zbavena fudskych emécii €i chyb. Predpokladame,
Zze ak rozhodnutie urobi pocita¢, musi byt spravodlivé. Opak je vSak pravdou. Al
systémy su trénované na datach z nasho sveta. Sveta, ktory je historicky poznaceny
rasizmom, sexizmom, kolonializmom a socialnymi nerovnostami. Ked tieto data
vlozime do ,Ciernej skrinky® algoritmu, neméZzeme na vystupe objektivhu pravdu.
Dostaneme ,zakdédovany predsudok®. Technoldgia tieto nerovnosti nielen reflektuje,
ale Casto ich zosilfiuje.



Ako ucitelia mate zodpovednost pripravit' Studentov nie na to, aby boli len pasivnymi
konzumentmi technoldgii, ale aby chapali ich dopad na zakladné prava. Musime
demaskovat proces, akym do Al vstupuju ludské hodnoty.

Hodnoty vstupuju v kazdej faze zivotného cyklu Al

Predstava, Ze Al sa uCi sama a vyvija sa nezavisle je chybna. Umela inteligencia je
socio-technicky systém. Znamena to, Ze technoldgia je neoddelitelne prepojena so
spoloCenskymi procesmi. V kazdej faze vyvoja robia ludia (vyvojari, datovi analytici,
manazéri, etc.) vedomé ¢i nevedomé rozhodnutia, ktoré formuju vysledné spravanie
systému.

NajcastejSim argumentom je: "Ale ved’ Al sa uci z dat, a data su objektivne."” Nie su.
Data, na ktorych sa trénuju dnesSné modely su odrazom nasho sveta. A nas svet je
historicky nespravodlivy, rasisticky, sexisticky a nerovny. Ak napriklad Al trénujete na
historii rozhodovania sudov, nenauci sa spravodlivosti. Nauci sa kopirovat vzorce,
ktoré v sudnictve fungovali desiatky rokov, vratane diskriminacie vo€i mensinam.

Tento proces mdzeme rozdelit do troch kfuCovych faz, kde dochadza k vkladaniu
ludskych hodnét:

A. Faza zberu dat

Data su vo svojej podstate zaznamy o minulosti. Ak trénujeme Al na historickych
datach, u€ime ju historické vzorce spravania.

e Historicka zat'az: Ak bankovy algoritmus trénujeme na udajoch o poskytovani
uverov z 20. storoCia, systém sa nauci, Zze zeny alebo prislusnici menSin su
rizikovejSi klienti, pretoze v minulosti elili systémovej diskriminacii a mali horsi
pristup ku kapitalu. Al tento predsudok matematicky formalizuje a prenesie do
buducnosti.

e Datova neviditelnost: Rovnako délezité je to, ¢o v datach chyba. Mame
obrovské mnozstvo dat o ludoch, ktori su online, pouzivaju smartfény a ziju v
bohatSich krajinach. O fudoch z vylu€¢enych komunit alebo rozvojovych krajin
data Casto chybaju. Ak systém na rozpoznavanie tvari nefunguje spofahlivo pri
l[udoch s tmavou pletou, nie je to technicka nahoda, ale désledok toho, Ze v
tréningovej sade tito ludia neboli dostatoCne zastupeni.



B. Faza dizajnu a tréningu

Samotna architektura systému odraza to, o tvorcovia povazuju za délezité. Kazdy Al
model ma takzvanu optimalizaénu funkciu — ciel, ktory sa snazi dosiahnut. Vyber
tohto ciela je Cisto hodnotova volba.

Priklad: Preco Al halucinuje? Generativne modely su Casto kritizované za to, Ze si
vymysfaju fakty. Ukazalo sa, Ze pri ChatGPT je to vedoma volba:

e Tieto modely neboli primarne naprogramované na to, aby hovorili pravdu.
e Boli optimalizované na to, aby zneli fudsky, plynulo a presvedcivo.

Ak by vyvojari pri dizajnovani systému uprednostnili hodnotu priznania nevedomosti
pred hodnotou pouzivatefského komfortu, model by na nezname otazky odpovedal
,neviem“. SuCasné modely vSak radSej vygeneruju nepravdivy, ale uveritelne
znejucu odpoved, pretoze tak boli dizajhované (hodnotova volba: plynulost >
faktograficka presnost).

C. Faza nasadenia

Aj technicky ,dokonaly“ model mbéze byt pri nasadeni Skodlivy, ak ignorujeme
socialny kontext.

e Ak nasadime systém na detekciu emocii trénovany v USA do $kél v inej
kultare, systém bude nespravne interpretovat’ vyrazy tvare Studentov. To, €o je
v jednej kulture prejavom sustredenia, méze byt inde interpretované ako hnev.

e Rozhodnutie nasadit Al na miesta, kde sa rozhoduje o ludskych osudoch
(sudnictvo, socialne zabezpecenie), je samo o sebe politickym rozhodnutim,
ktoré uprednostriuje efektivitu a rychlost pred individualnym [udskym
posudenim.

Co si z toho odniest’ do triedy: Umela inteligencia nie je autorita. Je to nastroj,
ktory zosilfuje ludské schopnosti, ale aj ludské chyby. Ked sa pozerame na vystup
Al, nepozerame sa na objektivhu realitu, ale na Statisticky odhad vytvoreny na
zaklade nedokonalych ludskych dat. UCit Ziakov o Al teda neznamena len ucit’ ich
programovat, ale ucit ich pytat sa: Kto tento systém vytvoril? Na akych datach sa
ucil? A koho pohlad na svet v iom chyba?

Zle definovany ciel znaci problémy



Jednym z najkritickejSich momentov pri vyvoji Al je chvila, ked musia fudia prelozit
abstraktny socialny pojem (napriklad ,dobry zamestnanec®, ,rizikové dieta“, ,uspesna
liecba“) do reci Cisel, ktorym rozumie pocita¢. Tento proces sa nazyva formalizacia

zadania a prave tu dochadza k neviditefnému, no zasadnému etickému posunu.

Predstavme si, Ze trénujeme Al systém pre HR oddelenie na triedenie Zivotopisov.
Zadanie znie jednoducho: "Najdi nam najlepsich kandidatov.”

Lenze umela inteligencia nerozumie pojmu najlepSi. Musime jej dat konkrétnu
metriku — ciel, ktory ma maximalizovat. V odbornej terminolégii hovorime, Ze
hladame zastupnu premennu (proxy) za uspech. A tu za¢ina mnozstvo problémov:

1. Vyber ciela je hodnotova volba
Ako definujeme uspesného zamestnanca pre potreby algoritmu?

e Moznost’ A: Je to ten, kto vo firme vydrzi aspon 5 rokov? (Zameranie na
lojalitu).

e Moznost’ B: Je to ten, kto bol do dvoch rokov povy$eny? (Zameranie na
vykon/ambicie).

Ak si vyberieme Moznost B (rychle povySenie), vkladdme do systému nas
svetonazor, ze dravost je ddlezitejSia ako stabilita. Al zaCne v Zivotopisoch hladat
vzorce, ktoré koreluju s rychlym kariérnym postupom.

2. Historické data replikuju nerovnosti

Ked Al analyzuje data firmy za poslednych 10 rokov, zisti tvrdu realitu: najcastejSie
boli rychlo povySovani muzi. Nie nevyhnutne preto, ze boli schopnejsi. Mozno preto,
Ze zeny CastejSie preruSovali kariéru kvoli starostlivosti o deti alebo neformalnej
diskriminacii zo strany vtedajSich manazérov. Algoritmus nevidi socialny kontext
(diskriminaciu). Vidi len silnu Statisticku korelaciu: ,MuZské atributy v Zivotopise =
vysoka pravdepodobnost’ rychleho povysenia.”

3. Vysledok: Dokonalé splnenie zlého zadania

Vysledny model zaéne v novych Zivotopisoch penalizovat’ vSetko, o sa spaja so
Zenami (napriklad zmienky o ,Zenskom softbalovom time* alebo medzery v kariére) a
naopak, bude favorizovat slovnik typicky pre muzskych uchadzacov.

Ak by sme takyto systém nasadili, stane sa nasledovné: Zeny budu systémom
automaticky odmietnuté.



Stroj v tomto pripade neurobil technicku chybu. Stroj fungoval bezchybne. Presne
splnil matematické zadanie: ,Najdi ludi podobnych tym, ktori boli uspesni v
minulosti.“ Zadanie vSak bolo postavené na chybnom predpoklade, Ze minulost bola
spravodliva a hodna opakovania.

Kraéové ponaucenie: Definovat ciel pre umelu inteligenciu znamena definovat
hodnoty buducnosti. Ak bez kritického myslenia povieme Al, aby optimalizovala
efektivitu podfla starych pravidiel, len zautomatizujeme a zrychlime staré krivdy.

Tip na aktivitu v triede: K tomuto textu sa hodi kratka diskusia so Studentmi. Otazka
pre Ziakov: "Predstavte si, Ze ste riaditel skoly a chcete, aby Al vybrala najlepsich
Ziakov na reprezentaciu Skoly. Aké data by ste systému dali? Znamky? Pocet
vymeskanych hodin? Uéast na krizkoch?" (Potom spolu rozoberte, koho by tieto
kritéria diskriminovali — napr. Ziaka, ktory ma horsie znamky, ale je kreativny, alebo
Ziaka, ktory ma vela vymeskanych hodin kvéli chorobe, hoci je talentovany.)

Digitalne prava su l'udské prava

Uplne na uvod diskusie o Al a fudskych pravach je potrebné povedat, Ze sa $taty po
celom svete vo viacerych deklaraciach a dohodach zaviazali k dodrziavaniu
zakladného principu: Ludské prava, ktoré mame offline, musia byt’ chranené aj
online.

Umela inteligencia nevytvara novy svet s novymi pravidlami. Vstupuje do nasho
existujuceho sveta a testuje hranice prav, ktoré nam garantuju medzinarodné
dohovory. Od prava na zivot az po pravo na spravodlivy sudny proces. Neexistuje
oblast, ktorej by sa nastup algoritmov nedotkol.

Podme sa pozriet na to, ako Al meni tradi¢né ludské prava z Eurépskeho dohovoru
o fudskych pravach:

l. Ked’ algoritmus rozhoduje o zivote a smrti (Clanky 2 a 3)

Technologicky pokrok nas priviedol do bodu, kedy stroje priamo zasahuju do fyzickej
integrity Cloveka. To, €o znie ako scéna z terminatora, je dnes realitou na bojiskach aj
vV nemocniciach.

1. Digitadlna dehumanizacia: Autonémne zbranové systémy

(Suavisi s Clankom 2: Pravo na Zivot)



NajextrémnejSou formou Al su tzv. letalne autondmne zbrarové systémy (,zabijacke
roboty“). Tieto stroje dokazu vybrat ciel a zautocit Uplne bez fudského zasahu.

e Eticky problém: Stroj, akokolvek dokonaly, nedokaze citit’ sucit ani pochopit
hodnotu ludského Zivota. Redukuje cloveka na zhluk datovych bodov
(termalna stopa + tvar objektu = ciel).

e Pravne vakuum: Ak robot spacha vojnovy zloCin (napriklad zabije
vzdavajuceho sa vojaka), kto nesie vinu? Programator v kancelarii? Velitel,
ktory ho zapol? Alebo vyrobca? Absencia [fudskej kontroly vytvara
nebezpecnu dieru v zodpovednosti.

2. ,Algoritmicka triage“ v zdravotnictve
(Suvisi s Clankom 2 a zakazom diskriminacie)

V USA sa zdravotné poistovne spoliehali na algoritmus Optum, aby vybrali pacientov,
ktori potrebuju extra starostlivost.

e Zlyhanie: Algoritmus systematicky uprednostrioval bielych pacientov pred
Ciernymi, hoci boli rovnako chori.

e Prec¢o? Systém bol nastaveny, aby predpovedal buduce finanéné naklady
(ako zastupnu premennu za zdravotny stav). KedZe Afroameri¢ania mali
historicky horsi pristup k lieCbe, minali menej penazi. Algoritmus to vyhodnotil
tak, ze su zdravsi.

o Vysledok: Odopretie Zivotne doblezitej starostlivosti na zaklade rasovo
skreslenej matematiky.

3. Pseudoveda na hraniciach: Detekcia Izi
(Suavisi s Clankom 3: Zakaz mugenia a neludského zaobchadzania)

Projekt iBorderCTRL testovany na hraniciach EU sa snazil odhalit klamstvo u
uteCencov analyzou mikrovyrazov tvare. Vedecka komunita to oznacCuje za
pseudovedu. Stres, unava z cesty Ci kulturne rozdiely v mimike mézu systém
oklamat. Vystavit traumatizovanych ludi vysluchu strojom, ktory ich na zaklade
vyrazu tvare mdze poslat spat do nebezpelenstva, hrani€i s nelfudskym
zaobchadzanim.

Poznamka: Analyzovanie emdcii by malo byt podlfa novej eurdpskej legislativy Al
Aktu vo vacsine pripadov uplne zakazané.



Il. Spravodlivost’ v éiernej skrinke (Clanok 6)

Zakladnym pilierom pravneho Statu je, ze spravodlivost musi byt nielen vykonana,
ale musi byt aj viditelna. Obvineny musi rozumiet dékazom, aby sa mohol branit. Al,
ktora funguje ako ,Black Box“, tento princip bura.

1. Pripad COMPAS: Odsudeni algoritmom

V USA sudcovia pouzivaju softvér COMPAS na odhad rizika recidivy. Investigativa
ProPublica odhalila znepokojivu pravdu:

e Systém faloSne oznaCoval Cernochov ako ,vysoko rizikovych® dvakrat
CastejSie nez belochov.

e Ludia tak dostavali vySsSie tresty alebo im bola zamietnuta kaucia na zaklade
vzorca algoritmu.

2. Prediktivna policia: Matematika ako seba-napiriujuce sa proroctvo

Policia pouziva Al na predpovedanie miest zlo€inu. Systém sa uci z historickych
policajnych zaznamov. Ak policia v minulosti Sikanovala chudobné Stvrte, data ukazu,
Ze tam je ,vysoka kriminalita“.

e Slucka spatnej vazby: Algoritmus poSle hliadku opat do tej istej Stvrte ->
hliadka najde drobnu kriminalitu -> data sa potvrdia -> algoritmus tam posle
hliadku znova.

e \ysledkom je nadmerna kontrola mensin, zatial ¢o kriminalita v ,bielych®
Stvrtiach ostava nepovsimnuta.

ll. Koniec stkromia a slobody mysle (Clanky 8 a 9)

Pravo na sukromie v digitalnej ére sa zasadne meni. Meni sa na boj o kontrolu nad
vlastnou tvarou a myslienkami.

1. Masovy biometricky dohl'ad: Kampan ,,Ban the Scan“
Technoldgia rozpoznavania tvare meni verejny priestor na neustaly dohlad Statu.

e Pripad Robert Williams (USA): Tento muz bol zatknuty pred o€ami rodiny za
kradez, ktoru nespachal. Algoritmus chybne priradil jeho staru fotku k
nekvalitnému zaberu pachatela. Rozpoznavanie tvari je nielen invazivna
technolégia, ale aj rasovo zaujata — CastejSie sa myli pri ludoch tmavej pleti.

e Dopad: Ak vas méze kamera identifikovat kdekolvek, stracate anonymitu.



2. Sloboda myslenia pod utokom
TradiCne sme verili, Ze naSe myslienky su nedotknutelné.

e Inferenc¢né algoritmy: Socialne siete dokazu z vasich ,lajkov*“ odvodit vasu
sexualnu orientaciu, politické nazory ¢i psychicky stav — veci, ktoré ste im
nikdy nepovedali.

e Nudging (Postuchnutie): Tieto data sa vyuzivaju na mikrocielenie reklamy a
politicki manipulaciu, ktora obchadza nase kritické myslenie. Prestavame byt
autondmnymi bytostami a stadvame sa objektmi manipulacie.

IV. Umléana obé&ianska spoloénost’ (Clanky 10 a 11)

Sloboda prejavu a zhromazdovania su klu€ovym pilierom demokracie. Al meni aj
sféru obCianskej angaZovanosti.

1. Automatizovana cenzura (Pripad Syrsky archiv)

Algoritmy YouTube, ktoré mali mazat ,teroristicky obsah®, zmazali tisice videi
dokumentujucich vojnové zlociny v Syrii. Stroj nevidel rozdiel medzi propagandou
ISIS a d6kazovym materialom fudskopravnych aktivistov.

e Dosledok: Stratili sa kluCové dbékazy pre buduce sudne procesy. Al
moderovanie obsahu ¢asto funguje ako nastroj, ktory ni¢i legitimny prejav.

2. Chilling Effect na protestoch

Ak viete, Ze na namesti su kamery s rozpoznavanim tvare, pojdete na protiviadny
protest? Mnohi ludia radSej ostanu doma.

e Tento strach z nasledkov sa nazyva chilling effect. Technolégia nemusi protest
zakazat fyzicky; staci, ze vytvori atmosféru strachu, ktora ludi odradi od
vyuzitia ich prava na zhromazdovanie.

V. Diskriminacia skryta v kéde (Clanok 14)

NajzakernejSou vlastnostou Al diskriminacie je, ze vyzera objektivne. Je skryta za
fasadou byrokratickej neutrality.

e Skandal v Holandsku: Darovy urad pouzil algoritmus na hladanie
podvodnikov s detskymi pridavkami. Ako rizikovy faktor nastavil ,dvojaké



obcCianstvo®. Vysledok? Tisice nevinnych rodin imigrantov boli zruinované
exekuciami. I8lo o institucionalny rasizmus vykonavany kédom.

e Amazon: Firma musela zrusit svoju Al na nabor zamestnancov, pretoze sa
naucila penalizovat Zivotopisy obsahujuce slovo ,Zensky“. KedZe sa ucila na
datach z minulosti (kde dominovali muzi), vyhodnotila Zeny ako menej vhodné
kandidatky.

Od etiky k zavazkom: Ludskopravny ramec pre umelu inteligenciu

Diskusia o tom, ako zmiernit negativne dopady umelej inteligencie, preSla za
posledné desatroCie zasadnou transformaciou. ESte nedavno sme Zili v ére
digitalneho divokého zapadu. Technologicki giganti nas presviedcali, Ze regulacia
zabrzdi inovacie a ze si vystacia s vlastnymi etickymi kddexmi. V skutoCnosti sa vSak
ukazalo, Ze nezavazné sfuby nas pred realnymi Skodami neochrania.

Pod tlakom réznych organizacii ako Amnesty International ¢i Access Now, sa karta
obracia. Prechadzame od vagnej etiky Al k pravne vymahatelnym mantinelom.

1. Bod zlomu: Torontska deklaracia

Kla€ovym momentom tohto obratu sa stal maj 2018 a prijatie Torontskej
deklaracie. Tento dokument, iniciovany Amnesty International a Access Now,
zmietol zo stola alibizmus technologickych firiem. Deklaracia jasne povedala:
Existujuce zakony o ludskych pravach platia aj pre strojové ucenie.

Umela inteligencia nestoji mimo zakona. Je to produkt ludského dizajnu. Ak
algoritmus diskriminuje (napriklad znevyhodnuje Zeny pri pézi¢kach), nejde o
technicku chybu, ale o poruSenie prava na rovnost. Torontska deklaracia tak poloZzila
zaklady pre to, ¢o vidime dnes — prechod od vagnej etiky k tvrdym pravidlam.

2. Kto je za €o zodpovedny?

Aby sme sa v spleti pravidiel nestratili, musime (v sulade s principmi OSN) rozliSovat
dve roviny zodpovednosti. Toto je kluCové rozdelenie:

A. Stat ma povinnost’' CHRANIT (Hard Law)

Stat neméze len kréit ramenami a tvrdit, Ze je technoldgia prili$ rychla. Jeho tlohou
je prijimat zavazné zakony.



o Zakaz delegovania spravodlivosti: Stat nesmie odovzdat svoje klugové
pravomoci strojom, ak tym obchadza spravodlivost. Ak o vas rozhoduje sud
alebo policia, musi za tym stat Clovek, ktory nesie zodpovednost.

e Pravo na obhajobu: Ak vas vySetruje algoritmus, musite mat rovnaké prava
na obhajobu a pristup k dékazom, ako keby to robil vySetrovatel. Argument
black boxu nemé&ze byt nadradeny pravu na spravodlivy proces.

B. Firma ma zodpovednost RESPEKTOVAT (Due Diligence)

Pre sukromny sektor sa konCi éra vyhovoriek typu “Je to black box, nevieme, preco
to tak rozhodlo".

¢ Kontrola (Human Rights Due Diligence): Toto je novy Standard. Firma musi
preukazat, Ze aktivne hladala rizika eSte predtym, nez systém spustila. Musi
skontrolovat' svoje data na rasové Ci rodoveé predsudky a otestovat’ dopady na
zranitelné skupiny.

e Zodpovednost za vysledok: Ak firma vypusti diskriminacny nastroj, nesie
zan zodpovednost, bez ohladu na to, €i bol umysel poskodit, alebo iSlo len o
nedbanlivost.

3. Ako sa svet brani dnes?

Torontska deklaracia spustila lavinu novych etickych zavazkov pre Al. Dnes uz mame
k dispozicii cely ekosysttm medzinarodnych dohdd a zakonov, ktoré tvoria
zachrannu siet’ pre naSe prava.

> OECD: Principy pre umelu inteligenciu (2019)

Organizacia pre hospodarsku spolupracu a rozvoj (OECD) bola prvou
medzinarodnou instituciou, ktora definovala Standardy pre déveryhodnu Al.

e O c¢o ide: Tieto principy, ktoré podpisalo viac ako 40 krajin (vratane Slovenska
a Ceska), zdérazfuju, Ze Al musi reSpektovat demokratické hodnoty a
principy pravneho Statu. Hoci nie su priamo vynutitefné sudom, sluzia ako
zaklad pre narodné legislativy a nastavuju latku toho, ¢o je v demokratickom
svete prijatelné.

> UNESCO: Globalny eticky kompas (2021)

Zatial ¢o OECD zdruZuje najma bohaté krajiny, UNESCO dosiahlo globalny
konsenzus. V roku 2021 prijalo 193 €lenskych Statov Odporucanie o etike umelej
inteligencie.

e Je to prvy skutoCne globalny dokument, ktory explicitne hovori, Ze technoldgie
musia byt pod ludskou kontrolou a musia byt vysvetlitelné. UNESCO zaviedlo



pojem posudzovanie etického dopadu (RAM), ¢o je nastroj, ktory ma
poméct vladam predvidat rizika Al predtym, nez sa stanu realitou.

> Rada Eurépy: Prvy medzinarodny dohovor o Al

Rada Eurépy (ktora zahffa 46 krajin a stoji za Eurépskym sudom pre ludské prava)
ma Ramcovy dohovor o umelej inteligencii.

e O Co ide: Ide o prvu pravne zavaznu medzinarodnu zmluvu na svete, ktora sa
zameriava Cisto na prienik Al a fudskych prav, demokracie a pravneho $tatu.
Na rozdiel od obchodnych regulacii, tento dohovor rieSi ochranu jednotlivca
pred zneuZitim moci prostrednictvom technoldgii.

> Eurépska unia: Akt o umelej inteligencii (Al Act)

EU prijala prvti komplexnu legislativu na svete, ktora deli Al podla miery rizika a pre
kazdu kategoriu nasledne vyplyvaju jasné pravidla.

e Cervené &iary: Systémy s ,neprijatelnym rizikom* su v Eurépe Uplne
zakazané. Patri sem napriklad:

o Socialne skoérovanie: Bodovanie ob¢anov Statom podla ich spravania
(model znamy z Ciny).

o Biometricka kategorizacia: Triedenie ludi na zaklade rasy, politickych
nazorov Ci sexualnej orientacie.

o Rozpoznavanie emécii: Pouzivanie Al na detekciu emdcii na
pracoviskach alebo v Skolach.

Al Act vysiela jasny odkaz — prava obCanov maju v Europe prednost pred ziskom
technologickych firiem.

Pozor na etické vymyvanie mozgov

Existuje tiez fenomén zvany etické vymyvanie mozgov (ethics washing). Je to
podobné ako ,greenwashing“ v ekologii. Technologicka firma vyda pekne vyzerajuci
eticky kodex plny slov ako férovost’ a dobro, zriadi internu eticki komisiu (ktora nema
realnu moc) a tvari sa zodpovedne. Casto je to len PR stratégia, ako oddialit
skuto€nu, tvrdu regulaciu. Skuto€na ochrana prav si vyzaduje nezavislého rozhodcu
(sudy, urady), nie internu komisiu platenu samotnou firmou.

Co z toho vyplyva pre $kolu?



Tato kapitola nema sluzit na to, aby sme technolégie démonizovali. Chceme vSak
Studentov vyzbroijit' kritickym digitalnym ob¢ianstvom. V triede by nemalo zazniet
len to, ako Al naprogramovat, ale aj to, Ze:

1. Mate pravo na vysvetlenie: Ak o vas rozhodne stroj (napr. o prijati na Skolu,
o uvere), mate pravo vediet preco.

2. Mate pravo na napravu: Musi existovat cesta, ako sa odvolat k Zivému
Cloveku.

3. Technoldgia nie je nad zakonom: Ani ten najpokrodilejsi algoritmus nesmie
porusovat ustavu.

Zaver

Vzdelavanie o umelej inteligencii a fudskych pravach nie je len o varovani pred
dystopickou buducnostou. Je to o empowermente mladych ludi. Ked Ziaci pochopia,
ako tieto systémy funguju a aké maju prava, prestavaju byt pasivnymi objektmi
sledovania a stavaju sa aktivnymi digitalnymi ob&anmi. Ulohou ugitela je poskytnut
im kompas v tomto zlozitom teréne — kompas, ktorého strelkou je ludska dostojnost.



Odkazy na zdroje a organizacie

Tento zoznam obsahuje vyber déveryhodnych organizacii, projektov a liniek pomoci, ktoré sa
na Slovensku venuju témam digitalnej bezpeCnosti, kritického myslenia, duSevného zdravia a
vzdelavania.

Média a vzdelavacie portaly
° Zivé.sk
o Web: www.zive.sk

o Popis: Jeden z poprednych slovenskych portalov o technoldgidch, vede a
digitdlnom svete. Poskytuje aktudlne spravodajstvo o umelej inteligencii,
kybernetickej bezpeCnosti a novych trendoch, Casto so zameranim na
slovensky kontext.

e DigiQ
o Web: www.digig.sk

o Popis: Vzdelavaci projekt zamerany na rozvoj digitdlneho obdianstva a
kritického myslenia. Ponuka workshopy, materidly a analyzy na témy ako
dezinformdcie, etika Al a nastrahy socialnych sieti

e NIVaM - projekt DiTEdu

o Web: https://nivam.sk/np-ditedu/

o Popis: Narodny inStitut vzdeldvania a mladezZe v rdmci projektu digitalizacie
pripravuje Skolenia a vzdelavacie programy pre uCitelov zamerané na digitalne
témy, Al, kyberbezpeCnost, digitalny wellbeing, rozne technologické nastroje
a mnohé dalSie.

e Al detem
o Web: https://aidetem.cz/

o Popis: Neziskova iniciativa zamerana na porozumenie umelej inteligencii a jej
zodpovedné vyuZivanie. PrinaSa kurikulum, workshopy a praktické materidly
pre Skoly, ktoré podporuju kreativitu, digitalnu bezpeCnost a kritické myslenie
Ziakov v rychlo sa meniacej technologickej dobe.

Digitalna bezpeCnost’ a osveta


https://nivam.sk/np-ditedu/

Zodpovedne.sk
o Web: www.zodpovedne.sk

o Popis: Narodny osvetovy projekt, ktory sa komplexne venuje ochrane deti a
mladych fudi v online priestore. Pontika mnoZstvo materialov pre uCiteloy,
rodiCov a deti na témy kyberSikany, sextingu a bezpeCného pouZivania
internetu. Ponukaju prednasky pre Studentov o digitalnych témach priamo na
Skolach.

Beznastrah.online
o Web: www.beznastrah.online

o Popis: Portdl prevadzkovany Ministerstvom vnuatra SR, ktory poskytuje
praktické rady a navody, ako sa chranit pred réznymi nastrahami internetu,
vratane kyberSikany, podvodov a extrémizmu.

Bezpec€ne na nete

Web: www.bezpecnenanete.sk

Popis: Komplexny portal venujuci sa rizikdm digitdlneho sveta, ktory poskytuje
praktické tipy, ako sa chranit. Je to projekt Nadacie Orange v spolupraci s dalSimi
odbornymi organizaciami.

E-bezpeCi.cz

Web: www.e-bezpeci.cz

Popis: Popredny Cesky projekt pre prevenciu rizikového spravania na internete.
Ponuka rozsiahly vyskum, metodiky pre ulitelov a vzdeldvacie materidly, ktoré su
vysoko relevantné aj pre slovenské prostredie.

Cyberwatch

Web: https://cyberwatch.help/

Popis: Zameriavaju sa na ochranu deti, dospelych a starSej generacie pred
nebezpeCenstvami v online svete. Ich ciefom je bojovat’ proti kyberSikane, pomahat’
obetiam zneuZivania deti a poskytovat vzdeldvanie pre rodiCov a starSich fudi.

Linky pomoci a duSevné zdravie

IPEko

o Web: www.ipcko.sk



o Popis: Internetova linka dévery pre mladych ludi a Studentov. Poskytuje
bezplatnd a anonymnu psychologickd pomoc a poradenstvo cez chat a e-mail.
Je to kluCovy zdroj pre deti v krize.

e Krizova linka pomoci
o Web: www.krizovalinkapomoci.sk

o Popis: Nepretrzitd a bezplatna telefonicka linka pomoci pre kohokolvek, kto
preziva naroCné Zivotné situdcie a psychicku krizu.

e Dobra linka
o Web: www.dobralinka.sk

o Popis: Psychologickd internetova poradia Specidlne zamerand na mladych
udi so zdravotnym znevyhodnenim. Poskytuje bezpe€ny priestor na rieSenie
tém, ktoré su pre tuto cielovu skupinu Specifické.

e Chut zit’
o Web: www.chutzit.sk

o Popis: Organizacia a poradenska sluzba pre ludi, ktori bojuju s poruchami
prijmu potravy, problémami so sebaprijatim a vnimanim vlastného tela (body
image), Co su témy Uzko prepojené s tlakom socialnych sieti.

Vzt’ahova a sexualna vychova
e Intymita
o Web: www.intymita.sk

o Popis: Projekt, ktory sa venuje modernej, reSpektujlcej a vekovo primerane;j
vztahovej a sexudlnej vychove. Ponilka workshopy a materiadly, ktoré
pomahaju otvarat citlivé témy informovanym a zdravym sposobom.

Technologické vzdelavanie a komunity
e AjtyviT
o Web: www.ajtyvit.sk

o Popis: Neziskova organizacia, ktorej poslanim je motivovat a podporovat
dievCata a Zeny v oblasti informaCnych technoldgii. Organizuju workshopy,
akadémie a networkingové podujatia.

Medialna gramotnost’ a boj proti dezinformaciam

e Demagog.sk



Web: www.demagog.sk

Popis: Hlavny slovensky fact-checkingovy portal, ktory overuje vyroky politikov
a informacie vo verejnom priestore. Skvely nastroj na vyuCbu overovania
faktov.
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https://www.amnesty.org/en/what-we-do/technology/

2. Ethical Al principles won't solve a human rights crisis - Amnesty International,
https://www.amnesty.org/en/latest/research/2019/06/ethical-ai-principles-wont-
solve-a-human-rights-crisis/

3. Toronto Declaration, https://www.torontodeclaration.org/

4. The Toronto Declaration: Protecting the rights to equality and
non-discrimination in machine learning systems

https://www.accessnow.org/press-release/the-toronto-declaration-protecting-th
e-rights-to-equality-and-non-discrimination-in-machine-learning-systems/

5. Al Act | Shaping Europe's digital future - European Union
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

6. High-level summary of the Al Act | EU Artificial Intelligence Act
https://artificialintelligenceact.eu/high-level-summary/

7. Navrh zakona o organizacii Statnej spravy v oblasti umelej inteligencie -
Skubla &
Partnerihttps://www.skubla.sk/clanky/navrh-zakona-o-organizacii-statnej-sprav

y-v-oblasti-umelej-inteligencie

8. Zodpovedna digitalizacia: MIRRI predstavilo navrhy zakonov o umelgj
inteligencii a sprave udajov | Ministerstvo investicii, regionalneho rozvoja a
informatizacie SR, otvorené novembra 25, 2025,

https://mirri.gov.sk/aktuality/digitalna-agenda/zodpovedna-digitalizacia-mirri-pr
edstavilo-navrhy-zakonov-o-umelej-inteligencii-a-sprave-udajov/

9. EU Simplification: Throwing human rights under the Omnibus - Amnesty
International, otvorené novembra 25, 2025,
https://www.amnesty.org/en/latest/news/2025/11/eu-simplification-throwing-hu
man-rights-under-the-omnibus/

10. Xenophobic machines: Discrimination through unregulated use of algorithms
in the Dutch childcare benefits scandal - Amnesty International,
https://www.amnesty.org/en/documents/eur35/4686/2021/en/

11.How We Did It: Amnesty International's Investigation of Algorithms in
Denmark's Welfare System
https://gijn.org/stories/amnesty-internationals-investigation-algorithms-denmar

ks-welfare-system/



https://www.amnesty.org/en/what-we-do/technology/
https://www.amnesty.org/en/latest/research/2019/06/ethical-ai-principles-wont-solve-a-human-rights-crisis/
https://www.amnesty.org/en/latest/research/2019/06/ethical-ai-principles-wont-solve-a-human-rights-crisis/
https://www.torontodeclaration.org/
https://www.accessnow.org/press-release/the-toronto-declaration-protecting-the-rights-to-equality-and-non-discrimination-in-machine-learning-systems/
https://www.accessnow.org/press-release/the-toronto-declaration-protecting-the-rights-to-equality-and-non-discrimination-in-machine-learning-systems/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://artificialintelligenceact.eu/high-level-summary/
https://www.skubla.sk/clanky/navrh-zakona-o-organizacii-statnej-spravy-v-oblasti-umelej-inteligencie
https://www.skubla.sk/clanky/navrh-zakona-o-organizacii-statnej-spravy-v-oblasti-umelej-inteligencie
https://mirri.gov.sk/aktuality/digitalna-agenda/zodpovedna-digitalizacia-mirri-predstavilo-navrhy-zakonov-o-umelej-inteligencii-a-sprave-udajov/
https://mirri.gov.sk/aktuality/digitalna-agenda/zodpovedna-digitalizacia-mirri-predstavilo-navrhy-zakonov-o-umelej-inteligencii-a-sprave-udajov/
https://www.amnesty.org/en/latest/news/2025/11/eu-simplification-throwing-human-rights-under-the-omnibus/
https://www.amnesty.org/en/latest/news/2025/11/eu-simplification-throwing-human-rights-under-the-omnibus/
https://www.amnesty.org/en/documents/eur35/4686/2021/en/
https://gijn.org/stories/amnesty-internationals-investigation-algorithms-denmarks-welfare-system/
https://gijn.org/stories/amnesty-internationals-investigation-algorithms-denmarks-welfare-system/

12.Ban The Scan - Amnesty
Internationalhttps://www.amnesty.org/en/petition/ban-the-scan-petition/

13.Ban dangerous facial recognition technology that amplifies racist policing,

https://www.amnesty.org/en/latest/press-release/2021/01/ban-dangerous-facial
-recognition-technology-that-amplifies-racist-policing/

14.Ban the Scan, otvorené novembra 25, 2025, https://www.banthescan.org/

15.USA: Facial recognition technology reinforcing racist stop-and-frisk policing in
New York - new research - Amnesty International
https://www.amnesty.org/en/latest/news/2022/02/usa-facial-recognition-technol

ogy-reinforcing-racist-stop-and-frisk-policing-in-new-york-new-research/

16. Stop Killer Robots - Less Autonomy, More humanity.
https://www.stopkillerrobots.org/

17.Syrian Archive | Nesta,

https://www.nesta.org.uk/feature/ai-and-collective-intelligence-case-studies/syr
ian-archive/

18.Assembling Atrocity Archives for Syria: Assessing the Work of the CIJA and
the (1M - Oxford Academic
https://academic.oup.coml/jici/article/19/5/1193/6423113

19. Supis vSetkych metodickych materialov u€ebnych osnov Al - Kurikulum umélé
inteligence, otvorené novembra 25, 2025,
https://kurikulum.aidetem.cz/sk/supis-vsetkych-metodickych-materialov-metodi
k- neho-planu-ai

20.Koncepcia uCebnych osnov umelej inteligencie pre zakladné a stredné Skoly -
Kurikulum  umélé inteligence, otvorené novembra 25, 2025,
https://kurikulum.aidetem.cz/sk/koncepcia-ucebnych-osnov-umelej-inteligencie

-pre-zakladne-a-stredne-skoly/

21.Soupis vSech metodickych materiald Al kurikula - Kurikulum umélé inteligence
- Al détem, otvorené novembra 25, 2025,

https://kurikulum.aidetem.cz/soupis-vsech-metodickych-materialu-metodik-ai-k
urikula/

22.Informatika_Karty Etika_Etika vyvoje a vyuziti technologii, otvorené novembra
25, 2025,
https://kurikulum.aidetem.cz/metodiky/karty/Informatika_Karty Etika 01_etika-
vyvoje-a-vyuziti-technologii_plan-lekce.pdf

23. https://aiethicsframework.substack.com/p/when-healthcare-ai-goes-wrong-the


https://www.amnesty.org/en/petition/ban-the-scan-petition/
https://www.amnesty.org/en/latest/press-release/2021/01/ban-dangerous-facial-recognition-technology-that-amplifies-racist-policing/
https://www.amnesty.org/en/latest/press-release/2021/01/ban-dangerous-facial-recognition-technology-that-amplifies-racist-policing/
https://www.banthescan.org/
https://www.amnesty.org/en/latest/news/2022/02/usa-facial-recognition-technology-reinforcing-racist-stop-and-frisk-policing-in-new-york-new-research/
https://www.amnesty.org/en/latest/news/2022/02/usa-facial-recognition-technology-reinforcing-racist-stop-and-frisk-policing-in-new-york-new-research/
https://www.stopkillerrobots.org/
https://www.nesta.org.uk/feature/ai-and-collective-intelligence-case-studies/syrian-archive/
https://www.nesta.org.uk/feature/ai-and-collective-intelligence-case-studies/syrian-archive/
https://academic.oup.com/jicj/article/19/5/1193/6423113
https://kurikulum.aidetem.cz/sk/supis-vsetkych-metodickych-materialov-metodik-ucebneho-planu-ai/
https://kurikulum.aidetem.cz/sk/supis-vsetkych-metodickych-materialov-metodik-ucebneho-planu-ai/
https://kurikulum.aidetem.cz/sk/koncepcia-ucebnych-osnov-umelej-inteligencie-pre-zakladne-a-stredne-skoly/
https://kurikulum.aidetem.cz/sk/koncepcia-ucebnych-osnov-umelej-inteligencie-pre-zakladne-a-stredne-skoly/
https://kurikulum.aidetem.cz/soupis-vsech-metodickych-materialu-metodik-ai-kurikula/
https://kurikulum.aidetem.cz/soupis-vsech-metodickych-materialu-metodik-ai-kurikula/
https://kurikulum.aidetem.cz/metodiky/karty/Informatika_Karty_Etika_01_etika-vyvoje-a-vyuziti-technologii_plan-lekce.pdf
https://kurikulum.aidetem.cz/metodiky/karty/Informatika_Karty_Etika_01_etika-vyvoje-a-vyuziti-technologii_plan-lekce.pdf

